Solution of HW5

Compulsory Part:

10 Since Xy has the stationary distribution 7, X; also has the stationary distribution
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20

7. Note that

P =y X, =) = PRI - TR
(

It suffices to show that for any =,y € S, n(z)P(z,y) = w(y)P(y,z). For y = x or
|y — x| > 2, the equation is trivial. If y = x + 1, then by (9),

7(z) Pz, 2+1) = 7(0)mups = W(O)% = 1(0) 1o = T(a+1)P(z+1, 2).
L
If y=x—1, 2> 1, then by (9),
Po - Px—1
m(x)P(z,2—1) = 71(0)72qe = 7(0)———— = 7(0)7mp_1pz—1 = 7(x—1)P(z—1, z).
q1---qz—1

Let S = {1,2,...,d} be the state space. Since all states are in a finite irreducible
closed set, they are positive recurrent. Thus the stationary distribution is unique
(page 68, Corollary 7).

Let w(z) = % for all # € S. Then it is a probability vector since S w(x) = 1.
Moreover, for all y € S,

d

> w(@)Pley) =

=1

1

P(x,y) = 7= m(y).

QU=

This shows 7 is the unique stationary distribution we want.

(a) F

r the irreducible closed set {0, 1}, its transition matrix is given by P, =

} . Let m; = (m1(0), (1)) and then solve

mP =7,
7T1(0) + 7T1(1> =1.

Hence the stationary distribution concentrated on {0, 1} is

o
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We get m =
given by %, 30,0
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For the irreducible closed set {2, 4}, its transition matrix is given by P, = {
Let my = (m2(2),m2(4)) and then solve

TPy = o,
7T2(2) + 7T2(4> =1.
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We get mp = (% Hence the stationary distribution concentrated on {2,4} is

13)-
given by (0,0, 33,0, 35, 0).

(b) We use Theorem 1 in textbook, page 58. If y is recurrent and 7(y) is the
stationary distribution concentrared on the corresponding irreducible closed set,

i Gn(@Y) _ Py

n—o00 n m - ,Oa:y ' W(y)
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If y is transient, it is clear that lim,,_,, G"Ef’y) =

before, we have

0. Asall p,, and 7(y) are computed

% % 0 0 0 O
£ £ 0 0 0 O
- Galz,y) 00 1 0 5 0
LT b= a3y B
00 & 0 f 0
12 18 3 35
[ 5% 5% 13 0 1 O
The stationary distribution is given by Q7(a):
1 1 3 1 1
= 0 1 2 3 4 - =,

The period of the chain is 2.

(a) It follows from Theorem 7 in page 73 that for n large and even
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=
~ |
=
|
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(Po(Xn =12))cpey = (PM0,2)) .y = (27(0),0,27(2),0,27(4)) = (3
(b) It follows from Theorem 7 in page 73 that for n large and odd

(Po(X, = x))0<$<4 (P™(0, x))0<$<4 (0,27(1),0,27(3),0,) = (0, %,0,%,0).

(a) Denote i — j if P(i,5) > 0, where P is the transition probability. Note that in
this matrix
0—-2—1—0,

the chain is irreducible.

(b) Note that

p? = ; PP =

= O
O O
e I
== O
= O Nl

0

1

1

2
thus P%(0,0) > 0 and P3(0,0) > 0,
P™(0,0) >0} = 1.

the period of 0 is given by dy = g.c.d{n :

(c) Let 7 be the stationary distribution. Then 7(0) + (1) + 7(2) = 1. Solve the

equation 7P = w. We have m = (%7 %7 %)



23 (a) Since

0—-1—-3—-0—-2—4—0,

the chain is irreducible.

(b) Since P(0,0) = 0, P%(0,0) = 0, P3(0,0) > P(0,1)P(1,3)P(3,0) > 0, together
with P* = P, the period of the chain is 3.

(c) Let 7 be the stationary distribution. Then 7(0) +7(1) +7(2) + m(3) + 7w (4) = 1.
112 11

Solve the equation 7P = 7. We have 7 = (3,5, 5> 137 1)-

Optional Part:

11 We use induction on n. For n = 0, X, has a Poisson distribution with parameter

16

t = tp° + 2(1 — p°). Suppose that X, has a Poisson distribution with parameter
tp" + %(1 —p™) for some n > 0. Then applying the result in page 54 of the textbook,
R(X,) has a Poisson distribution with parameter p(tp" + %(1 —p")) = tp"t 4 3 (1—
P = A Set g, = tp™t 4 2(1 — p"t) — A Then for z > 0,

P<Xn+1 = x) = P(§n+1 + R(Xn>)

=Y PR(X,) =y.bpp1 =7 —)
y=0

= P(R(X,) = y)P(n1 =z — )

which shows that X, .; has the Poisson distribution with parameter p, + A =
tp" 1 + %(1 — p™*1). By induction, X, has the indicated Poisson distribution.

For any x € S,
ZQ(xay) = 1_px+ Z pxP(:an) = 1_px+px Z P<:U7y) = 1_px+px =1
yeS YyESy#x yESy#x

Hence () is the transition function of a Markov chain.

For z,y € S, since z leads to y in the Markov chain with respect to the transition
function P, there exists a positive integer n, and xq,xs, - x,_1 € S such that

P(z,z1)P(x1,22) - P(xp_1,y) > 0.
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This implies

Q(z, 21)Q(x1,22) -+ - Q(Zp—1,Y) = DaDay *** Pan_ P(x, 21) P(21,22) - - - P(@p—1,y) > 0.

Thus x leads to y in the Markov chain with respect to the transition function Q.
Therefore the new chain is irreducible.

Since the state space S is finite, all states are positive recurrent, hence the new
chain has a unique stationary distribution (page 68, Corollary 7).

Let 7'(z) = %, x € S. Then clearly 7’(z) > 0,

Zﬂ/(x) — M -1

zES Zyespy_lﬂ-(y)

Y

and for any z € S,

(T'Q)(2) = Y _7'(x)Qx,2)

€S
Y esass Do T(@)p Pz, 2) +piw(2)(1 - p2)
- > yes Py T (Y)
D vesars (@) P2, 2) — m(2) + pim(z)

ZyGS Pglﬁ(y)

_ (@P)(z) — m(2) +p;'7(2)
ZyGS p;lﬂ-(y)

e ey
D yes Py m(y)

Hence 7’ is the stationary distribution of the Markov chain with respect to the
transition function Q.

Note that this chain is irreducible and positive recurrent and the stationary distri-
bution is given by Q7(a):

d
W(n):%, 0<n<d.
Hence the mean return time to state 0 is

1
mOZ—ZQd

(0)

by Theorem 5 in page 64.

(a) Let A={1,2,...,c}and B={c+1,c+2,...,c+d}.
For z,y € A, py > P(x,c+ 1)P(c+1,y) = (1/d)(1/c) > 0.
For z,y € B, pyy > P(x,1)P(1,y) = (1/¢)(1/d) > 0.
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Forx € A,y € B, pyy > P(x,y) =1/d > 0 and p,, > P(y,z) > 0.

Hence the chain is irreducible.

(b) Since the chain is irreducible and finite, it has a unique stationary distribution
.

For y € A, we have
x(y) = (P)) = S w()Ple,y) = = 3 (),

which implies

Sorl) =30 S wla) = Yol

yeA yeEA  z€EB reB

Note that > _, pm(z) = 1. Hence > _,7(y) = > cpm(z) =1/2. Thus for any

ye A 7(y) = 5.

For z € B, we have

7(z) = (7P)(z) = ZW(I‘)P(ZE, z) = éZﬂ'(l’) = %

€A €A

Therefore, the stationary distribution is

77(,’],’):{%’ :CGA’

1
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(a) For the irreducible closed set {1, 2, 3}, its transition matrix is given by

This matrix is doubly stochastic. By Q15, the stationary distribution concentrated
on {1,2,3} is given by (0,1/3,1/3,1/3,0,0,0).

For the irreducible closed set {4,5, 6}, its transition matrix is given by

O NN =
== O
NI—= O

2
This matrix is doubly stochastic. By Q15, the stationary distribution concentrated

on {4,5,6} is given by (0,0,0,0,1/3,1/3,1/3).

(b) We use Theorem 1 in textbook, page 58. If y is recurrent and 7(y) is the
stationary distribution concentrared on the corresponding irreducible closed set,

n—00 n my = Pay - W(y>



If y is transient, it is clear that lim,, G"Ef’y) = 0. Asall p,, and 7(y) are computed

before, we have
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